A meta-analysis was conducted to assess the effectiveness of correctional treatment for reducing institutional misconducts. Sixty-eight studies generated 104 effect sizes involving 21,467 offenders. Behavioral treatment programs produced the strongest effects ($r = .26, CI = .18$ to $.34$). The numbers of criminogenic needs targeted and program therapeutic integrity were found to be important moderators of effect size. Prison programs producing the greatest reductions in misconduct were also associated with larger reductions in recidivism. The magnitudes of various indices of treatment effect size with respect to misconducts were remarkably similar to results in the correctional treatment literature where community recidivism is the criterion. Recommendations are made that will assist prison authorities to manage prisons in a safe and humane manner.
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The last quarter of the 20th century chronicled an unprecedented surge in prison populations, particularly in the United States, where the incarceration rate has increased in state and federal prisons fourfold in the past 25 years (Lawrence & Travis, 2004). The most recent data from the U.S. Bureau of Justice Statistics report that just more than 2,200,000 offenders were incarcerated at year end 2003 (U.S. Department of Justice, 2004). Scholars have suggested two
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primary explanations to account for the growth (e.g., Cullen, Van Voorhis, & Sundt, 1996). First, cohorts of the baby boom were passing through the corrections system. Second, policies stemming from the “get tough” on crime campaign (e.g., mandatory minimum sentencing, parole restrictions, three strikes laws mandating life terms for third offences, War on Drugs) led to a greater number of offenders receiving prison terms and for longer sentences. The increase in incarceration has not been unique to the United States because other countries, albeit for different reasons, have also increasingly relied on incarceration as a method of social control (Cayley, 1998; see also Walmsley, 2003).

The burgeoning inmate populations as well as other factors (e.g., increased programming, inmate transfers, visits) have increased inmate movement and social contact in prisons, which, in turn, has had iatrogenic consequences for prison managers. The consensus among penologists is that the modern prison has become more difficult to manage (DiIulio, 1991; Gendreau, Tellier, & Wormith, 1985; Toch, 1988, Wright, 2000). Partly in response to these developments, a voluminous prison management literature emerged over the past 30 years (e.g., Davies & Burgess, 1988; DiIulio, 1987). Research publications now consist of at least 500 recommendations aimed at making prisons safer, more humane environments (Gendreau & Keyes, 2001).

Within this management literature, prison antisocial behavior, typically operationally defined in terms of misconducts (e.g., physical assaults, theft, disobeying an order; see Gendreau, Goggin, & Law, 1997), has been viewed as the major outcome variable of concern. In the judgement of some researchers in the field, misconduct behavior has reached a critical level in prison; moreover, the situation may well be worsening (Armstrong, 2002; Byrne & Brewster, 1993; Gendreau, Agee, & French, 2004). Although evidence is persuasive that reducing the prevalence of misconduct behavior may result in enormous savings in human and cost-benefit terms (Gendreau & Keyes, 2001; Lovell & Jemelka, 1996), suggestions as to how to achieve this goal have been diverse. In this regard, three general strategies for reducing misconducts have predominated. Each strategy is reviewed here, and the evidence for its respective merit is summarized.
GET TOUGH

“Get tough” advocates of prison reform have suggested a return to “no frills” prisons (Corcoran, 1993; Nossiter, 1994). Such prisons should provide fewer services (e.g., educational, health care, legal, recreational), and they should also encourage the use of solitary confinement as well as lash and chain gangs (Corcoran, 1993; Johnson, Bennett, & Flanagan, 1979; Nossiter, 1994). A modern-day exemplar of a no-frills prison has been the Pelican Bay model in California, where prisoners live under conditions of complete isolation, and on those infrequent occasions when they are allowed outside their cells (e.g., for a medical visit), mechanical restraints are applied (see Haney, 2003). Empirically, there have been virtually no program evaluation studies that have assessed whether no-frills prisons have been effective in reducing misconduct. Results have indicated either little effect (Bidna, 1975) or reductions (Holt & Phillips, 1991; Ralph & Marquart, 1991) in misconducts. Regression to the mean and local history threats to validity may have confounded results from the latter two studies.

PRISON MANAGEMENT/SITUATIONAL CONTROL STRATEGIES

Contributions in this area consist of a highly disparate group of strategies encompassing climatic factors, crowding, food services, inmate personal control over their environments, presumptive parole dates, prison design, prison turnover, racial and gender composition of prisons, staff-prisoner ratios, and visits.

The methodological and theoretical caliber of the investigation in this area is another matter. The great majority of these studies have relied on anecdotal testimonials or weak, quasi-experimental designs based on convenience samples of incarcerates (see Wortley, 2002). Much of the literature has been atheoretical or based on commonsense notions of what may work in reducing misconduct behavior.

Recently, a potentially useful and parsimonious approach to conceptualizing this assemblage has contended that prison-control strategies should be viewed as attempts to minimize situational opportunities for antisocial behavior (i.e., situational crime control; see Felson & Clarke, 1998). Regrettably, Wortley (2002) uncovered a mere
handful of studies that explicitly framed their interventions within this model and assessed their value using, at a minimum, quasi-experimental designs.

Given the above limitations, those prison strategies that have provided very tentative evidence as to their utility (but are in dire need of replication) are as follows: (a) climate control (Atlas, 1984; Haertzen, Buxton, Covi, & Richards, 1993), (b) single-cell accommodation (O’Donnell & Edgar, 1996), (c) podular designs wherein correctional officers manage mini prison units that encourage more face-to-face contact and bottom-up decision making (Bayens, Williams, & Smykla, 1997; Senese, 1997; Williams, Rodeheaver, & Huggins, 1999), (d) personal control by inmates over their environment such as lighting and telephone usage (La Vigne, 1994; Wener & Olsen, 1978), (e) low inmate turnover (Porporino & Dudley, 1984); and (f) proper diet (Gesch, Hammond, Hampson, & Eves, 2002; Schoenthaler, 1983a, 1983b). The Gesch et al. (2002) study has arguably the strongest design of any in the situational crime control literature. The present authors calculated the effect size between supplemented diet and misconduct in this study to be approximately $r = .10$ (i.e., a 10% reduction in misconduct).

Finally, one strategy, which has received by far the most attention, deserves further comment. The effect of crowding, typically defined as spatial density (actual prison population divided by maximum design capacity), at first glance would appear to be a significant contributor to prison unrest. This topic has been the subject of two meta-analyses that have provided an estimate of the magnitude of the crowding effect on misconduct rates. The first, by Bonta and Gendreau (1990), reported a mean Pearson $r$ of .07 for 11 effect sizes between crowding and misconduct. The second study offered a more precise estimate of the crowding effect ($r = .03$) for 146 effect sizes (Gendreau et al., 1997). After considering sample size, the weighted estimate of Pearson $r$ ($Z^*$) for the second study was .07, with a 95% confidence interval (CI) of .05 to .09. These authors suggested that it was likely that the rate of inmate turnover, type of inmate management style, and program availability mediated the crowding relationship with misconducts. They proposed that inmate perceptions of feeling overcrowded, not the spatial density of their living space, would be a better predictor of misconducts (see also Walkey & Gilmour, 1984).
TREATMENT PROGRAMS

Of the several hundred management recommendations published for maintaining good order in prisons, the most frequently endorsed single item has been the provision of treatment programs (Gendreau & Keyes, 2001). Surprisingly, despite the emergence of the rehabilitative agenda in corrections in recent years and the accumulation of a large database on “what works” with offender recidivism as the criterion (cf. Andrews & Bonta, 2003; Cullen & Gendreau, 2000), evaluations of the effect of treatment programs on prison misconduct have been rare. As a case in point, Wortley (2002) uncovered only about a dozen studies, some of them based on aggregate data, that had some sort of assessment of program activities (broadly defined) and misconducts. This is an unfortunate situation because the correctional treatment literature, in which program effects on recidivism are the criterion, has much knowledge to offer the prison misconduct literature. Chiefly, this literature has generated three important moderators of treatment effectiveness that have become known as the principles of effective interventions—behavioral programs that target the criminogenic needs of higher risk offenders—that have reported impressive reductions in recidivism (Andrews & Bonta, 2003; Andrews, Dowden, & Gendreau, 1999; Andrews et al., 1990). For example, programs based on the above principles have produced effect sizes of $r = .35$ and $.17$ for community and prison-based programs, respectively (see Andrews et al., 1990). Interpreting $r$ using Rosenthal’s (1991) binomial effect size display (BESD) statistic, this represents reductions in recidivism of 35% and 17% (see also Cullen & Gendreau, 2000).

Some penologists have asserted that prison misconduct behavior is a reasonable proxy for criminal behavior in the community (Gendreau et al., 1997; Hill, 1985; Homant & Witkowski, 2003; Schnur, 1949; Zamble & Porporino, 1988). That is, the propensity for antisocial behavior on the part of an offender cuts across social situations. Thus, an empirical demonstration that prison treatment programs, founded on some of the principles noted above, could produce roughly equivalent reductions in the case of prison misconducts (e.g., 20% to 30%) would have profound implications for prison managers.
Keyes (1996; see also Gendreau & Keyes, 2001) attempted to address this issue by conducting a quantitative review of the outcome literature relevant to the treatment of prison misconducts. Toward this end, he collected 33 effect sizes, 15 of which were based on behavioral strategies and 18 that were not (e.g., nondirective counseling). The effect size estimate for treatment programs regardless of type was $r = .06$. The effect size estimate for the 15 behavioral and 18 nonbehavioral treatments were $r = .17$ and $r = -.02$, respectively. Seventy-one percent of the time behavioral treatments produced larger reductions in misconducts. Effect sizes were also larger for stronger designs and juvenile samples. Keyes (1996) did not uncover enough information in the studies to code for the targeting of criminogenic needs and offender risk level.

Subsequently, Morgan and Flora (2002) reported on 13 effect sizes for prison group psychotherapy programs. It was apparent from their study that behavioral or cognitive-behavioral approaches tended to produce higher effect sizes, but a precise estimate was not available as the results reported in their comparisons encompassed other outcomes besides misconduct. Our estimate of their effect size, in terms of mean $r$, was .21 for misconduct outcomes. As with Keyes (1996), Morgan and Flora noted the vast amounts of missing information (e.g., level of therapist training, treatment duration, facility security level, offender assessment) in the studies they collected.

THE PRESENT STUDY

The purpose of the present investigation was twofold. The first and primary objective, and the one central to the interests of prison managers, was to provide a precise estimation, hopefully on a much-expanded database, of the effects of treatment in general and the contribution of the principles of effective treatment—behavioral treatments targeting the criminogenic needs of higher risk offenders—on prison misconducts.

In addition, the influences of two other variables on outcome were examined. The first set refers to the therapeutic integrity of programs, which has been broadly defined as how well a program is maintained as well as the skill level of the therapists and the quality of their therapeutic practices (Andrews & Bonta, 2003; Gendreau & Ross, 1979).
This investigation endeavored to code studies for program therapeutic integrity using an actuarial measure designed for this purpose (Correctional Program Assessment Inventory [CPAI] 2000; Gendreau & Andrews, 2001), which is discussed shortly in more detail. The other variables assessed were suggested by various meta-analyses of offender treatment (cf. Andrews & Bonta, 2003), and they included age, design strength, experimenter involvement, treatment duration, and housing of offenders away from the general population during program participation.

The second goal was to assess whether the results of prison misconduct studies have viable long-term consequences. The latter issue is crucial, for if the proxy “theory” noted previously has substance, then a positive relationship should be discovered between the degree to which a treatment program reduces misconducts and eventual recidivism.

METHOD

LITERATURE SEARCH

Using library abstracting services (PsycINFO, Medline, Academic Search Elite), a literature search was conducted for studies examining prison treatment programs/interventions and their relation to inmate misconduct. Key words used in this search included the names of various psychotherapeutic treatment methods (e.g., behavior modification, cognitive intervention, group therapy) as well as common terms used for offender misconduct (e.g., misconduct, antisocial behavior, behavioral infractions). Also, using the ancestry method, reference lists from each study served as additional sources for relevant literature not produced by the electronic search.

SAMPLE OF STUDIES

To be included in the meta-analysis, studies were required to use a randomized or comparison control group design and to contain sufficient data to calculate an effect size (i.e., Pearson $r$ or phi coefficient) between treatment and criterion. In each study, results from the largest
sample, longest follow-up period, and the most serious outcome were recorded. Outcomes included were violent misconduct, nonviolent misconduct, misconduct unspecified, and institutional adjustment rating/scale indices. A study could contribute more than one effect size if the treatment and/or control groups were distinct as to their content/composition (see Andrews et al., 1990). Recidivism data were also recorded when available.

**CODING OF STUDIES**

The coding guide consisted of 100 coding items, which are available from the first author. The seven general coding categories, with examples of their subcomponents, were as follows:

1. study/author characteristics (e.g., type of publication, author affiliation, publication year),
2. institutional factors (e.g., security level, institution type, location),
3. sample variables (e.g., adult/juvenile, race, gender),
4. research design (e.g., type of design, attrition, sample size, length of follow-up),
5. treatment descriptors (e.g., type of treatment and control groups, treatment dosage),
6. therapeutic integrity items, and
7. effect size descriptors (e.g., type of outcome, calculated effect size).

For item 5, treatment type was coded into one of four categories: behavioral (i.e., radical behavioral, social learning, cognitive behavioral, or punishment), nonbehavioral (e.g., nondirective therapy, psychodynamic, group milieu), educational/vocational, and a nonspecified grouping.

Therapeutic integrity was assessed using the CPAI-2000 (Gendreau & Andrews, 2001). The CPAI-2000 was designed to assess the quality of correctional treatment programs. The measured items were derived from narrative reviews and meta-analyses of the offender treatment literature and from the clinical wisdom of some of the leading practitioners in the field (cf. Gendreau, 1996; Gendreau & Goggin, 1997). The CPAI-2000 has eight dimensions: organizational culture, program implementation/maintenance, management/staff characteristics, client risk/need practices, program characteris-
tics, dimensions of core correctional practice, interagency communications, and evaluation (Gendreau & Andrews, 2001). The measure has been applied extensively to offender treatment programs (Gendreau, Goggin, & Smith, 2001; Matthews, Hubbard, & Latessa, 2001) and has subsequently become a standard tool for “evaluability assessments” in corrections (Van Voorhis & Brown, 1996, p. 6).

Nesovic (2003) has provided a detailed assessment of the psychometric properties of a 1996 version of the CPAI that predated the CPAI-2000. It was found that the measure had high interrater reliability (kappa = .84), high face and content validity, and internal consistency estimates (α = .93) indicating the measure is a homogeneous scale. Of particular importance is that the measure has strong predictive validities (r = .46) for recidivism based on a meta-analysis of the offender treatment literature. Subsequently, Lowenkamp (2004) assessed 38 community treatment programs on the CPAI and correlated the scores with recidivism (program outcomes were based on comparison group designs). Depending on the comparisons being made, the CPAI predicted recidivism in the range of r = .41 to .60.

For the present study, 36 items were abstracted from the following four sections of the CPAI-2000: management/staff characteristics, client risk/need practices, program characteristics, and core correctional practices. These items were selected on a rational basis by the second author to serve as an index of therapeutic integrity for treatment studies included in this meta-analysis. Treatment strategies that received a tally between 0 and 4 on this 36-item index were designated as having a low level of therapeutic integrity. Strategies scoring between 5 and 9 were assigned to a medium level, and a register of 10 or more indicated a high level.

All of the studies to be included in the meta-analysis were coded by the first author, who had received prior training in coding from two experienced meta-analysts. Subsequently, the second author (who has had substantial experience with meta-analytic research) independently coded a randomly chosen number (11%) of studies. The results were compared across coders using the Yeaton and Wortman (1993) formula for index of agreement [Σ(agree) / Σ(agree) + disagreements)]. The agreement index (all variables in the coding guide included) was 88%.
EFFECT SIZE CALCULATION

Phi coefficients (Φ) were calculated using contingency tables for those studies providing information with respect to frequency or proportion of posttreatment misconduct (and recidivism, if applicable) for both experimental and control groups. When statistics other than $r$ were reported (i.e., $F$, $t$, $\chi^2$, $p$), the appropriate formula for conversion to Pearson $r$ was used (Rosenthal, 1991). In cases in which an author report of nonsignificance or a $p$ value greater than .05 was the only significance information provided, a Pearson $r$ of .00 was assigned (Rosenthal & DiMatteo, 2001).

EFFECT SIZE MAGNITUDE

The metrics used as estimates of the magnitude of misconduct/institutional adjustment effect sizes for each category of interest (e.g., behavioral treatment programs) were mean Pearson $r$ and weighted estimates of Pearson $r$ ($Z'$), along with associated 95% confidence intervals (CI). Although the CI can be interpreted as a significance test based on whether the interval includes zero, significance testing was not emphasized in this study (see Gendreau, 2002; Schmidt, 1996). Rather, the CI was used to emphasize (a) the degree to which there was agreement among study variables (i.e., if CIs overlapped they were assumed to be estimating the same population parameter), and (b) the uncertainty of effect size estimates, which was judged by noting the width of the CI (see Gendreau, Goggin, & Smith, 2000; Schmidt, 1996).

To calculate the combined weighted effect size estimate ($Z'$) for each domain (e.g., behavioral treatment programs), each recorded $r$ value within that category was first transformed to $Z$, using Fisher’s table of $Z$ values (Rosenthal, 1991). This was necessary to allow for combination and comparison of $r$ values using a less skewed, more normalized distribution (Rosenthal, 1991). For example, a study reporting a Pearson $r$ of .32 between participation in a behaviorally based program and institutional misconduct would have been transformed into a $Z$ value of .33. Subsequently, each $Z$ was then weighted by the size of its associated sample minus three (Hedges & Olkin, 1985). Thus, for the behavioral program example, if the sample size...
were 200, the weighted \( Z_r \) value \( ([Z_r][n - 3]) \) would have been 65.01. With this information, the combined effect size estimate \( (Z^*) \) per category was then calculated by dividing the sum of the weighted \( Z_r \) values by the sum of the sample size minus three \( (\Sigma[n - 3]) \).

**ASSESSMENT OF SAMPLING ERROR**

Using the procedure recommended by Hunter and Schmidt (1990), the degree to which sampling error contributed to variability in this collected distribution of effect sizes was assessed by partitioning variance into two components: observed variance and variance because of sampling error. According to Hunter and Schmidt’s “75% rule” (p. 414), if the variance accounted for by sampling error is less than 75% of the total variance observed, exploration of moderating variables is warranted. However, if researchers specify a priori hypotheses, a search for relevant moderators may be carried out even if the 75% rule has been exceeded.

To calculate observed variance in this distribution of effect sizes, the following method was used. First, the standard deviation for each effect size was calculated using the following equation:

\[
SD_r = \sqrt{\frac{(1-r^2)^2}{N-1}}
\]

where \( r \) was each individual effect size and \( N \) was the associated sample size per effect (Hunter & Schmidt, 1990).

The results were summed and averaged across all effect sizes to yield a standard deviation for the distribution. This average was then squared to obtain the observed variance of the effect sizes \( (S_r^2) \).

To determine the proportion of observed variance attributed to sampling error \( (S_e^2 / S_r^2) \), error variance was first calculated using

\[
S_e^2 = \sum_{i=1}^{N} n_i [(1-\bar{r}^2)^2 / (n - 1)] / \sum_{i=1}^{N} n_i
\]

where \( N \) was the number of effect sizes, \( n_i \) was the sample size associated with each effect size, and \( \bar{r}^2 \) was the square of the mean of the effect sizes.
ELIMINATING OUTLIERS

In meta-analysis, the distribution of effect sizes within a domain is assessed to determine homogeneity (i.e., the dispersion of effect sizes around their mean is no greater than that expected from sampling error alone).

Variability was examined using the $Q$ statistic (Hedges & Olkin, 1985). Calculation of the $Q$ statistic proceeded as follows. For each effect size within each category (e.g., treatment type), a $q$ value was calculated using the formula:

$$q = [(n - 3)(Z_r - MZ_r)]$$

where $n$ was the sample size per effect size, $Z_r$ was the standardized $r$ per effect size, and $MZ_r$ was the weighted mean $Z_r$ for each treatment category. These $q$ values were then summed for each type of treatment, yielding $Q$. To evaluate its significance, the $Q$ for each treatment category was assessed using the critical value of a $\chi^2$ distribution with $(k - 1)$ degrees of freedom, where $k$ is the number of effect sizes in the category. If significant heterogeneity was indicated, outlying weighted effect sizes ($[Z_r][n - 3]$) positioned above or below the mean of each treatment category by two or more standard deviations were identified and removed. This process was repeated until nonsignificant heterogeneity was achieved or until the originally obtained $Q$ was reduced by 50% (Bonta, Law, & Hanson, 1998).

COMMON LANGUAGE EFFECT SIZE INDICATOR

McGraw and Wong’s (1992) common language effect size indicator (CL) was used to determine the practical utility of the categories of interest in each comparison. The CL statistic converts an effect size into a probability that a score (i.e., an effect size) sampled from the distribution of one group will be larger than a score sampled from that of another. Note the CL statistic cannot be calculated for a $Z^+$ estimate of effect size, as this statistic does not produce a standard deviation.

FAIL-SAFE ESTIMATION

A fail-safe estimate was used to provide an index of how many previously uncovered or “file drawer” effect sizes would be required to
alter the obtained results. For example, an index of the number of effect sizes \((r = .00)\) needed for a treatment type of greater efficacy (Treatment A) in the reduction of misconduct to approach that equal to one of lesser efficacy (Treatment B) was calculated using the following formula:

\[
N_{pb} = \left( \frac{K_A (r_A - r_B)}{(r_B - r_{A=0})} \right)
\]

where \(r_{A=0}\) indicates a null effect for the more efficacious treatment type (see Gendreau, Goggin, & Smith, 2002).

As applied to this meta-analysis, assume that the mean effect size for Treatment Type A was \(r_A = .35\) 
\((k_A = 50)\) and that of Treatment Type B was \(r_B = .25\) 
\((k_B = 40)\). An estimate of the number of Type A treatments with \(r = .00\) required to negate its supremacy using the above formula is 20. That is, 20 additional Treatment Type A effect sizes, each with a magnitude of \(r = .00\), would have to be located to conclude that the two treatments were at parity.

**RESULTS**

**EFFECT SIZE/STUDY CHARACTERISTICS**

Sixty-eight studies were collected, from which 104 effect sizes \((r)\) between various types of treatment programs and prison misconduct were calculated. The majority of articles provided very little information as to their study characteristics, which are reported here in terms of effect size percentages. We itemize those coding items for which information was available for at least 50% of effect sizes. Also, unless otherwise noted, subcomponents of coding items are reported only when the frequency was 20% or greater.

Eighty-one percent of effect sizes were reported in journal articles. The studies collected spanned the years 1952 to 2003. The percentages of effect sizes produced by decades were: 1952-1960 (8%), 1961-1970 (18%), 1971-1980 (30%), 1981-1990 (25%), and 1991-2003 (19%). Fifty percent of effect sizes were associated with academically affiliated authors, and 19% from government affiliations. Eighty-two percent of effect sizes originated from U.S. prisons.
Seventy-three percent of effect sizes came from male samples, and 8% came from female samples. The remaining 19% came from studies with mixed samples or in which gender was not specified. Forty percent and 49% were from adult and juvenile samples, respectively. Thirty-nine percent of effect sizes were recorded from studies with strong research designs. Sample sizes ranged from 5 to 1,478 incarcerated for treatment and comparison groups. The percentages of effect sizes by length of follow-up were: less than 6 months (45%), 6 to 11 months (16%), 12 months or longer (17%), and follow-up information not reported (22%).

Seventy-five percent of effect sizes could be attributed to a specified treatment modality. Thirty-eight percent of these were designated behavioral in nature (e.g., 9.5% cognitive behavioral, 4% radical behavioral, 7% social learning, 14% mixed), and 30% were nonbehavioral (e.g., 7% group milieu, 5% nondirective, 5% diet). Forty-eight percent of effect sizes were calculated from programs of at least 3 months duration, with 20% stemming from programs that required more than 50 treatment hours. The majority of effect sizes (75%) were derived from studies using “no treatment” comparison groups, whereas 8% and 6% came from unspecified alternate treatment and wait-list comparison groups, respectively. Programs for which it was determined that no criminogenic needs were targeted accounted for 17% of effect sizes. Thirty-nine percent of effect sizes were from programs that had addressed one to two criminogenic needs, whereas 23% came from programs in which it was ascertained that treatment targets consisted of three to eight criminogenic needs. Programs rating low (0-4), medium (5-9), and high (10+) on the 36-item scale of program therapeutic integrity accounted for 36%, 23%, and 10% of effect sizes, respectively.

The frequency of missing information in terms of percentages of effect size ranged from 51% to 100% for the following categories: (a) institutional characteristics (e.g., institution type, security level, location of inmates during programming, population size, crowding index, treatment orientation, prison climate), (b) offender characteristics (e.g., race, risk level, risk assessment, misconduct history), (c) program director and staff characteristics (e.g., qualifications, experience, education, training, level of therapeutic skills), (d) treatment characteristics (e.g., specific responsivity, risk level, program manual,
therapeutic practices), (e) the criterion (i.e., type of misconducts and recidivism), and (f) the precise metric used (e.g., \( r, t, F \) values).

OVERALL TREATMENT EFFECTS ON MISCONDUCT

One hundred and four effect sizes, representing 21,467 inmates, were extracted from 68 studies. The mean effect size was \( r = .14 \) (CI = .09 to .18), and after weighting by sample size, the weighted mean effect size \((Z)\) was \( .14 \) (CI = .13 to .15). Applying the Hunter and Schmidt (1990) “75% rule” to the database, 34% of observed variance in the distribution of effect sizes was attributed to sampling error. This indicated that a search for moderating factors (e.g., treatment type, criminogenic needs targeted) was warranted. Offender risk level was not assessed as so few effect sizes \((k = 7)\) contained relevant information.

TREATMENT TYPE: EFFECT ON MISCONDUCT

The mean effect sizes for misconduct categorized by treatment type are summarized in Table 1. For example, according to row 1 in Table

<table>
<thead>
<tr>
<th>Treatment Type</th>
<th>k</th>
<th>N</th>
<th>M</th>
<th>(SD)</th>
<th>CIr</th>
<th>CIz</th>
<th>Z+</th>
<th>CIz+</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral</td>
<td>40</td>
<td>5,809</td>
<td>.26</td>
<td>(.24)</td>
<td>.18 to .34</td>
<td>.39</td>
<td>.36 to .42</td>
<td>505.77*</td>
<td></td>
</tr>
<tr>
<td>With outliers eliminated</td>
<td>39</td>
<td>2,853</td>
<td>.25</td>
<td>(.24)</td>
<td>.17 to .33</td>
<td>.17</td>
<td>.13 to .21</td>
<td>233.60*</td>
<td></td>
</tr>
<tr>
<td>Nonbehavioral</td>
<td>31</td>
<td>7,629</td>
<td>.10</td>
<td>(.21)</td>
<td>.02 to .18</td>
<td>.05</td>
<td>.03 to .07</td>
<td>128.64</td>
<td></td>
</tr>
<tr>
<td>With outliers eliminated</td>
<td>28</td>
<td>5,150</td>
<td>.11</td>
<td>(.21)</td>
<td>.03 to .19</td>
<td>.05</td>
<td>.02 to .08</td>
<td>94.45*</td>
<td></td>
</tr>
<tr>
<td>Educational/vocational</td>
<td>8</td>
<td>1,117</td>
<td>.02</td>
<td>(.19)</td>
<td>-.14 to .18</td>
<td>.00</td>
<td>-.06 to .06</td>
<td>21.07*</td>
<td></td>
</tr>
<tr>
<td>Unspecified</td>
<td>25</td>
<td>6,912</td>
<td>.03</td>
<td>(.14)</td>
<td>-.03 to .09</td>
<td>.07</td>
<td>.05 to .09</td>
<td>138.41*</td>
<td></td>
</tr>
<tr>
<td>With outliers eliminated</td>
<td>23</td>
<td>3,639</td>
<td>.02</td>
<td>(.13)</td>
<td>-.04 to .08</td>
<td>.02</td>
<td>.01 to .05</td>
<td>45.67*</td>
<td></td>
</tr>
</tbody>
</table>

Note. \( k = \) effect sizes per treatment type; \( N = \) offenders per treatment type; \( Mr(SD) = \) mean Pearson \( r \) and standard deviation between treatment type and misconduct; \( CIr = \) 95% confidence interval about mean Pearson \( r \); \( Z+ = \) weighted \( r \) value that accounts for the influence of sample size; \( CIz+ = \) 95% confidence interval about \( Z+ \); \( Q = \) statistic evaluated to determine heterogeneity of effect sizes within category.

a. Although \( Q \) was significant, no outliers were identified.
b. \( Q \) is less than one half original \( Q \) value; therefore, no further outliers were removed.

\( *p < .05. \)
1, there were 40 behavioral treatment effect sizes reported involving 5,809 offenders. The mean \( r \) was .26, with a CI of .18 to .34. Thus, there was a 26% reduction in misconduct according to the BESD statistic (Rosenthal, 1991). After weighting by sample size and number of effect sizes, the weighted effect size (\( Z' \)) was .39, with a CI of .36 to .42.

By comparison, the mean \( r \) for the 31 nonbehavioral treatment effect sizes (\( N = 7,629 \)) was .10, with an associated \( Z' \) of .05. The 95% CIs for mean \( r \) and \( Z' \) for the behavioral treatment group did not overlap with the CIs for the nonbehavioral, educational/vocational, and unspecified treatment categories. According to the CL statistic, behavioral treatments produced greater reductions in misconduct 69% of the time versus nonbehavioral treatments, 77% of the time versus educational/vocational strategies, and 80% compared to unspecified treatments.

Fail-safe analysis indicated that in order for the behavioral treatment mean effect size to be reduced to the effect size level for nonbehavioral treatment, 64 additional behavioral treatment studies, all with an \( r = .00 \), would need to be located.

Testing for effect size heterogeneity using the Hedges and Olkin (1985) procedure warranted elimination of 1, 3, and 2 effect sizes for the behavioral, nonbehavioral, and unspecified categories, respectively.

Table 1 also depicts the effect size estimators for \( r \) and \( Z' \) with outliers eliminated. After removal of the one outlier (\( r = .53, N = 2,956 \)), the mean \( r \) for behavioral treatments became .25 (CI = .17 to .33). After weighting, there was a noticeable reduction in \( Z' \) (reduced from .37 to .17, CI = .13 to .21).

Nonbehavioral treatments (\( N = 5,150, k = 28 \)) resulted in a mean \( r \) of .11 (CI = .03 to .19), with a weighted mean effect estimate (\( Z' \)) equal to .05 (CI = .02 to .08). There was a minimal degree of overlap in the CIs between behavioral and nonbehavioral treatment groups about mean \( r \) but not for \( Z' \).

Turning to comparisons with outliers removed, the CL index indicated larger mean \( r \) values for behavioral treatments 67% of the time versus nonbehavioral treatments, 76% of the time versus educational/
vocational strategies, and 79% of the time versus unspecified treatment types. Results of the fail-safe analysis indicated that an additional 50 behavioral treatment effect sizes with $r = .00$ would be needed for the behavioral treatment effect to equal that of the non-behavioral treatment.

CRIMINOGENIC NEEDS TARGETED

There were a total of 83 effect sizes involving 14,175 inmates, for which the number of criminogenic needs targeted could be determined. The results of this analysis are detailed in Table 2.

<table>
<thead>
<tr>
<th>Criminogenic Needs</th>
<th>k</th>
<th>N</th>
<th>Mr (SD)</th>
<th>CI$_r$</th>
<th>Z+</th>
<th>CI$_{z+}$</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three to eight</td>
<td>24</td>
<td>4,586</td>
<td>.29 (.23)</td>
<td>.19 to .39</td>
<td>.47</td>
<td>.44 to .50</td>
<td>322.14*</td>
</tr>
<tr>
<td>With outliers</td>
<td>23</td>
<td>1,630</td>
<td>.28 (.23)</td>
<td>.18 to .38</td>
<td>.25</td>
<td>.20 to .30</td>
<td>120.11$^{cy}$</td>
</tr>
<tr>
<td>One to two</td>
<td>41</td>
<td>5,063</td>
<td>.16 (.23)</td>
<td>.08 to .23</td>
<td>.09</td>
<td>.06 to .12</td>
<td>199.07$^{*}$</td>
</tr>
<tr>
<td>With outliers</td>
<td>38</td>
<td>3,750</td>
<td>.16 (.23)</td>
<td>.08 to .24</td>
<td>.06</td>
<td>.03 to .09</td>
<td>152.98$^{by}$</td>
</tr>
<tr>
<td>Zero$^a$</td>
<td>18</td>
<td>4,526</td>
<td>.06 (.17)</td>
<td>–.02 to .14</td>
<td>.04</td>
<td>.01 to .07</td>
<td>76.56$^{*y}$</td>
</tr>
</tbody>
</table>

Note. $k =$ effect sizes per category; $N =$ offenders per category; $Mr (SD) =$ mean Pearson $r$ and standard deviation between category and misconduct; $CI_r =$ 95% confidence interval about mean Pearson $r$; $Z+$ = weighted $r$ value that accounts for the influence of sample size; $CI_{z+} =$ 95% confidence interval about $Z+$; $Q =$ statistic evaluated to determine heterogeneity of effect sizes within category.

a. Studies targeting no criminogenic needs targeted from zero to six noncriminogenic needs.
b. Although $Q$ was significant, no outliers were identified.
c. $Q$ less than one half original $Q$ value; therefore, no further outliers were removed.

*p < .05.
CIs for these latter two categories overlapped. Even though the weighted mean effect size for the three to eight classification was reduced with outliers eliminated ($Z^+ = .25$), it was still much larger than the other two groupings.

According to the CL index, reductions in misconduct for those studies that targeted three to eight criminogenic needs were greater 66% of the time when compared to those that targeted only one to two criminogenic needs, and they had greater effects 79% of the time versus those studies that targeted no criminogenic needs. With outliers removed, the CL percentages were: three to eight versus one to two, 64%; three to eight versus zero, 80%; one to two versus zero, 54%.

Fail-safe analysis suggested that another 20 treatment effect sizes of $r = .00$ targeting three to eight criminogenic needs would be required for the mean $r$ of that level to approach the mean effect of treatments targeting one to two needs, and a further 92 effect sizes of $r = .00$ would be required for it to be at parity with the mean effect of programs targeting no needs.

THERAPEUTIC INTEGRITY

Averaging across all effect sizes for which a therapeutic integrity score could be determined ($k = 72$), the mean Pearson $r$ with misconduct was .19 (CI = .13 to .25), with a weighted average effect ($Z^+$) of .26 (CI = .24 to .28).

The mean $r$ and $Z^+$ effect sizes for the three levels of therapeutic integrity are reported in Table 3. The mean effect with misconduct for treatments of high therapeutic integrity ($r = .38$) was superior to the mean effect for treatments with medium ($r = .20$) and low ($r = .13$) levels. The ordering of results remained the same after weighting for sample size as well as when outliers were removed. The CIs associated with mean $r$ for the three levels overlapped. After weighting and also after the removal of outliers, the CI for the high level did not overlap with the other two levels.

CL calculation favored effect sizes in the high category when compared to effect sizes in both the medium and low level 69% and 75% of the time and 70% and 73% with outliers removed.
Fail-safe analysis revealed that a further 19 null effect sizes with high levels of therapeutic integrity would be needed for the effect size of the high-level group to be reduced to that of the low-level group.

MODERATORS OF MISCONDUCT EFFECT SIZE

To explore the effects of other moderators on the treatment type/misconduct relationship, a minimum number of 10 effect sizes were required within each treatment category for further analysis. This condition was met for only the moderator variables of design strength and age.

With regard to design strength, strong experimental designs \((k = 41)\) were those designs employing randomization of participants to treatment and control groups (95% of effect sizes) or when a treatment group was matched with a comparison group on five or more criminal risk factors (5% of effect sizes). Criteria for classification as a weak experimental design \((k = 63)\) were as follows: more than 20% attrition in experimental or control group (22% of effect sizes), comparison

### TABLE 3: Mean Effect Sizes for Misconduct by Level of Therapeutic Integrity

<table>
<thead>
<tr>
<th>Therapeutic Integrity</th>
<th>(k)</th>
<th>(N)</th>
<th>(\text{Mr (SD)})</th>
<th>(C_l)</th>
<th>(Z^+)</th>
<th>(CI_{z^+})</th>
<th>(Q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>10</td>
<td>420</td>
<td>.38 (.30)</td>
<td>.16</td>
<td>.47</td>
<td>.37 to .57</td>
<td>63.50</td>
</tr>
<tr>
<td>Medium</td>
<td>24</td>
<td>4,841</td>
<td>.20 (.20)</td>
<td>.12</td>
<td>.42</td>
<td>.39 to .45</td>
<td>480.49</td>
</tr>
<tr>
<td>With outliers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eliminated</td>
<td>23</td>
<td>1,885</td>
<td>.19 (.19)</td>
<td>.11</td>
<td>.14</td>
<td>.09 to .19</td>
<td>54.08</td>
</tr>
<tr>
<td>Low</td>
<td>38</td>
<td>5,060</td>
<td>.13 (.23)</td>
<td>.05</td>
<td>.08</td>
<td>.05 to .11</td>
<td>202.74</td>
</tr>
<tr>
<td>With outliers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eliminated</td>
<td>32</td>
<td>2,708</td>
<td>.16 (.21)</td>
<td>.08</td>
<td>.08</td>
<td>.04 to .12</td>
<td>84.53</td>
</tr>
</tbody>
</table>

**Note:** \(k\) = effect sizes per category; \(N\) = offenders per category; \(\text{Mr (SD)}\) = mean Pearson \(r\) and standard deviation between level of therapeutic integrity and misconduct; \(C_l\) = 95% confidence interval about mean Pearson \(r\); \(Z^+\) = weighted \(r\) value that accounts for the influence of sample size; \(CI_{z^+}\) = 95% confidence interval about \(Z^+\); \(Q\) = statistic evaluated to determine heterogeneity of effect sizes within category.

a. Levels of therapeutic integrity were calculated from the Therapeutic Integrity Descriptors section of the coding guide. Effect sizes in the low category had positive responses on a total of 0 to 4 of the 33 items, those in the medium category earned positive responses for 5 to 9 of the items, and the high category included effect sizes earning positive responses on 10 or more items.

b. Although \(Q\) was significant, no outliers were identified.

c. \(Q\) less than one half original \(Q\) value; therefore, no further outliers were removed.

<sup>a</sup>\(p < .05\).
group matched on fewer than five criminal risk factors (50% of effect sizes), and postdictive correlation designs (28% of effect sizes).

The mean effect sizes for treatment type after partitioning effect sizes by design strength indicated no consistent support for design strength functioning as a moderator. The respective mean $r$ values and CIs for strong and weak design effect sizes from behavioral programs were $r = .36$ (CI = .20 to .52) and $r = .21$ (CI = .12 to .30). On weighting, the $Z^*$ values were .40 and .39, respectively. Results for nonbehavioral and unspecified treatment programs across both types of designs slightly favored weak designs, but in all cases (mean $r$ and $Z^*$) there was considerable overlap in the CIs.

Similar results were reported for age. Adult samples were those in which offenders were 18 years of age or older, and samples with offenders younger than 18 years of age were designated as juvenile.

There were 10 effect sizes in the behavioral category involving 848 adult inmates. The mean effect for adults was $r = .20$ (CI = .07 to .32), with a weighted mean effect of $Z^* = .20$ (CI = .13 to .27). In comparison, the mean effect for the behavioral category involving 1,651 juvenile inmates was $r = .27$ (CI = .15 to .38), which was reduced to a weighted mean effect of $Z^* = .18$ (CI = .13 to .23). There was substantial overlap of the CIs (both $r$ and $Z^*$) for this comparison as well as for the adult-juvenile comparisons of nonbehavioral and unspecified treatment categories.

OTHER RELATIONSHIPS WITH MISCONDUCT EFFECT SIZE

The following variables were not examined as moderators of effect size by treatment type because there were fewer than 10 effect sizes in one or more of the treatment categories: experimenter involvement in the treatment program, separate housing of the treatment sample from the general prison population, length of follow-up, and duration of treatment (i.e., dosage). Their relationship with effect size was examined irrespective of the treatment category. Of a possible 44 comparisons, the CIs did not overlap in the following instances:
1. The Z+ CIs for offender isolation from the general population while in the treatment program (Z+ = .33, CI = .31 to .35) versus offenders not housed separately (Z+ = .05, CI = .02 to .08).

2. The Z+ CIs for 1- to 2-year follow-up periods (Z+ = .27, CI = .25 to .29) versus 6- to 11-month periods (Z+ = .09, CI = .05 to .13), 3- to 5-month periods (Z+ = .09, CI = .05 to .13), and periods less than 3 months (Z+ = .00, CI = –.04 to .05).

3. The Z+ CIs for treatment durations of greater than 6 months (Z+ = .28, CI = .26 to .30) versus 3- to 5-month durations (Z+ = .15, CI = .10 to .20) and durations of fewer than 3 months (Z+ = .15, CI = .09 to .21).

RECIDIVISM OUTCOMES

Twenty-three effect sizes were associated with recidivism outcomes. They were grouped as follows: effect sizes with high reductions in misconduct (k = 12) that reported recidivism outcomes and effect sizes with low reductions in misconduct (k = 11) that reported recidivism outcomes.

Of the 12 high-misconduct-reduction effect sizes, 92% were attributed to programs that were behavioral in nature. Fifty percent of the 12 effect sizes were derived from programs that targeted three or more criminogenic needs, and 92% had therapeutic integrity level scores in the medium to high categories.

In the case of low-misconduct-reduction effect sizes (k = 11), 36% came from programs designated as behavioral, 10% from programs that targeted three or more criminogenic needs, and 36% from programs considered medium to high in therapeutic integrity.

Those effect sizes in the high-misconduct-reduction category (k = 12) were associated with the following mean reduction in recidivism for r (r = .13; CI = –.04 to .29) and Z+ (Z+ = .07; CI = .01 to .13). For those effect sizes in the low-misconduct-reduction category (k = 11), there was either an increase in recidivism (r = –.05; CI = –.16 to .07) or a slight decrease (Z+ = .03; CI = –.02 to .08).

The CL index favored recidivism effect sizes associated with the high category of misconduct effect sizes 71% of the time versus recidivism effect sizes associated with the low category of misconduct effect sizes.
DISCUSSION

Previous meta-analyses (Keyes, 1996; Morgan & Flora, 2002) of the effects for prison-based treatment programs on misconducts amassed a combined total of 32 studies with 46 effect sizes. The present study increased this database to 68 studies that produced 104 effect sizes on a sample of just more than 21,000 inmates. This represents a considerable advance in knowledge cumulation for the purposes of assessing the use of treatment programs for managing prisons in a safe and humane manner.

Before discussing the results, it must be noted that there were serious limitations regarding the quality of information provided by studies in this meta-analysis. This, unfortunately, is a finding consistent with previous meta-analyses on prison research topics (Gendreau et al., 1997; Gendreau, Goggin, & Cullen, 1999). The lack of information for key variables is of major concern because it was impossible to examine potentially important moderator influences on effect-size estimations. In a few cases (e.g., Liau, 1999; Wormith, 1984), authors were contacted for clarification or provision of data. In most cases, however, authors could not be located (i.e., some articles were published 20 to 50 years ago, making location of the original authors virtually impossible). Almost invariably, information was not reported on the prison context (e.g., crowding, institutional climate) within which the treatment programs operated. Essential inmate characteristics such as offender risk level and misconduct history were almost always missing (more than 90% of studies), as was information regarding the quality or therapeutic integrity of the programs themselves. Only 2% of effect sizes came from treatment programs that scored better than 50% in therapeutic integrity (i.e., scores greater than 18 out of 36) using the truncated version of the CPAI-2000. This extremely low estimate was likely because of reporting practices in the journal articles and the fact that the majority of studies were published before much was known about the principles of effective correctional treatment. Only on-site evaluations of program quality will adequately address the importance of this factor. Also noteworthy was the fact that, in about one quarter of the effect sizes, it was impossible to identify the exact nature of the treatment, and the precise outcome metric was not available 52% of the time.
The reporting of “nonsignificance” was frustrating as this practice likely served to underestimate treatment effects. In some cases, there were seemingly modest to strong effects to report, but the authors dismissed their findings because sample sizes were too small to produce the $p < .05$ arbiter of success. One recourse in these cases is to assign an $r$ value equal to zero (Rosenthal & DiMatteo, 2001). This may seem harsh, but there are instances in the offender treatment literature in which programs have produced slight increases in recidivism (Andrews et al., 1990), thus a zero estimate is prudent. Finally, one must be mindful of the fact that although it has been shown that prison-misconduct records have reasonable accuracy (Gendreau et al., 1997; Van Voorhis, 1994), there have been situations in which the recording of misconducts by prison authorities has been unreliable (Light, 1990).

Granted these important caveats, the results that emerge from the present study are consistent with results from two previous meta-analyses. Keyes (1996) and Morgan and Flora (2002) reported that behavioral treatments produced reductions in misconducts of approximately $r = .20$. This meta-analysis confirms their results and indicates that the effects of such treatments are more robust ($r = .26$), particularly in the case when effect sizes are weighted by sample size ($Z' = .39$). The marked increase in the latter ($Z'$) is because of one study by Prendergast, Farabee, and Cartier (2001) with a huge effect size of $r = .53$ on a large sample of 2,956 offenders. This effect size was eliminated as an outlier (see Table 1), which produced very little change in the mean $r$ value but caused an obvious reduction of the weighted mean effect size (from $Z' = .39$ to .17). The Prendergast et al. study was not classified as a strong design (recall that strong designs were not associated with lower effect sizes) but employed a program that scored in the medium range for therapeutic integrity on the CPAI-2000 and targeted an impressive number of criminogenic needs (e.g., antisocial attitudes, behaviors, associates) that are among the strongest predictors of criminal behavior (Gendreau, Little, & Goggin, 1996).

Some meta-analysts have expressed skepticism about eliminating studies purely on statistical significance testing grounds (Hunter & Schmidt, 1990; Rosenthal & DiMatteo, 2001). By doing so, one runs the risk of eliminating studies of considerable merit be it in terms of
sample size, design quality, or quality of the intervention employed (Gendreau, Goggin, & Smith, 2003). In fact, in this meta-analysis, some of the largest weighted effect sizes come from studies by research groups that have had a distinguished history of effective service delivery with offenders (e.g., Goldstein, Glick, Reiner, Zimmerman, & Coultry, 1987; Leeman, Gibbs, & Fuller, 1993) or others that have designed programs with high therapeutic integrity (Guerra & Slaby, 1990; Ollendick & Hersen, 1979). Therefore, for those researchers whose sole concern is not significance testing but the estimation of the magnitude of an effect, the circumspect strategy would be to consider including all effect sizes unless there are compelling reasons not to do so (Gendreau et al., 2003).

The current results are persuasive when it comes to the choice of program for reducing misconducts. The effect size for behavioral programs was $r = .26$, with a 95% CI of .18 to .34. The corresponding results for nonbehavioral and educational/vocational programs, respectively, were $r = .10$ (CI = .02 to .18) and $r = .02$ (CI = –.14 to .18). Sixty-nine and 77% of the time behavioral programs produced a better result than nonbehavioral and educational/vocational programs. Might there be a number of forthcoming or hidden studies that would challenge these findings? The present investigators did not have the resources to solicit studies “hidden” in prison/government files (the most likely place), where the number of which might be significant. Our guess is that it is doubtful that, in the specific case of comparing treatment modalities, the superiority of behavioral programs will be challenged. This study found that the next generation of behavioral programs would have to perform abysmally (64 consecutive effect sizes reported with $r = .00$) to be reduced in effectiveness to that of the nonbehavioral category.

The practical implications of these results for prison managers cannot be stressed too highly. Applying Rosenthal’s (1991) BESD statistic to the behavioral $r$ value estimate of effect reported in this study indicates that misconducts can be reduced by about 26% for behavioral program participants or, if referring to the CI, the probability is .95 that the interval (.18 to .34) contains the true population value. This is a result that any prison administrator would eagerly embrace as a useful finding. For those readers with experience working in prisons, even a small reduction (e.g., 10%) in misconducts for a group of dis-
ruptive inmates might mean the difference between having a chaotic prison environment and having one that is coping adequately with the usual pressures. Furthermore, six-figure cost savings can result from a modest reduction in misconducts for some prisons (cf., Lovell & Jemelka, 1996).

Admittedly, the results of comparisons of effect sizes across different studies should be interpreted with caution, but an especially interesting finding is worth comment here. The effect sizes produced by this study are congruent with those in the correctional treatment and recidivism literature. Consider the following parallels between the two literatures. The mean reduction in misconducts for behavioral programs in this study was $r = .26$, and in a meta-analysis for similar programs and recidivism outcomes in the community, the result was $r = .23$ (Andrews & Bonta, 2003). The misconduct mean effect size for those studies targeting one or more criminogenic needs in this meta-analysis was $r = .21$ (from Table 2, averaging categories 3-8 and 1-2), which is identical to the corresponding literature on recidivism (Andrews & Bonta, 2003). The measure of therapeutic integrity used in this study produced a mean reduction in misconduct of $r = .29$ (from Table 3, combining the high and medium categories). The mean $r$ value for the indices of therapeutic integrity reported by Andrews and Bonta (2003) for recidivism was $r = .23$. The moderator analysis also produced results consistent with reports in the offender treatment/recidivism literature. That is, greater treatment dosage and the offender being housed apart from the general population while in treatment were associated with higher effect sizes (cf., Cullen & Gendreau, 2000; Gendreau, 1996), whereas research design was not (Andrews et al., 1990).

There was, however, some incongruence between the present findings and those in the correctional treatment and recidivism literature. In this study, experimenter involvement with the program was not found to be associated with higher effect sizes, as was reported by Andrews and Bonta (2003). This failure to replicate may have been because of sampling error or the lack of information in study methods sections. Unlike Keyes’s (1996) findings, age and research design were not correlated with effect size. This may have been because of sampling error (Keyes reported on only 33 effect sizes) or to the fact that the CIs for the therapeutic integrity effect sizes for each of the
The finding that programs that were most effective in reducing prison misconducts also generated lower recidivism rates ($r = .13$, CI = −.04 to .29) in the community was an especially gratifying result. It reinforces the view that prison misconduct behavior is a reasonable proxy for antisocial behavior in the community (e.g., Gendreau et al., 1997; Hill, 1985; Zamble & Porporino, 1988). This fact ably demonstrates the beneficial long-term consequences of providing quality treatment programs, a management policy most frequently endorsed by “experts” in corrections (see Gendreau & Keyes, 2001). This effect size ($r = .13$) is also typical of the effects of prison behavioral programs for recidivism, which are about half of the magnitude of similar community programs (e.g., Andrews et al., 1990), presumably because treatment gains dissipate while an offender remains incarcerated. Caution is required in regards to the results in this aspect of our study because the width of the 95% CI is considerable, and the interval includes zero as well as negative effect size estimates. Thus, replications of the positive point estimate result ($r = .13$) of programs that reduce misconducts and their effect on recidivism are necessary.

In summary, this meta-analysis, based on a large sample of incarcerated, indicated that, on average, prison-based behavioral programs produce large reductions in misconducts that may carry over into reductions in recidivism in the community. This result represents a significant advance in knowledge concerning prison management. The results, however, do not mean the case is closed. In fact, we view this meta-analysis as just a first step in the knowledge cumulation process regarding what works in prisons.

First, huge gaps in the literature were revealed. This is an area in which, in our view, research emphasis in the future should be directed less toward meta-analysis and more toward conducting primary studies that carefully define prison context and the criterion used (i.e., type of misconduct). Future research should also employ longer follow-up
periods and supply detailed information on offender characteristics such as risk level. With more attention paid to these moderating factors, it is possible that some potent interactions with effect size might be discovered. We are also of the opinion, and we emphasize this point, that the largest treatment gains will only be revealed from on-site evaluations of programs when all of the information is available for scoring on measures of therapeutic integrity. Some prison systems are slowly moving in this direction by accrediting prison treatment programs on the basis of the quality of their interventions (cf., Gendreau, Goggin, French, & Smith, in press). We surmise that the end result of such initiatives, assuming that they are published, will demonstrate how useful well-designed and well-conducted treatment programs are for the purpose of reducing inmate antisocial behavior. Finally, prison policy makers should consider further developing and evaluating those programs based on opportunity-reduction strategies (see Wortley, 2002). The combination of strategies for controlling behavior in the immediate situation with the longer-term benefits of behavioral treatment programs augurs well for establishing sound prison management policies.
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